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Figure 1: A representative suite of visualization tasks being evaluated with MapReduce: isosurface extraction, volume and mesh rendering, and
mesh simplification. Our MapReduce-based renderer can produce a giga pixel rendering of a 1 billion triangle mesh in just under two minutes.
With the capability of sustaining high I/O rate with fault-tolerance, MapReduce methods can be used as tools for quickly exploring large datasets
with isosurfacing and rendering in a batch-oriented manner.

ABSTRACT

Large-scale visualization systems are typically designed to effi-
ciently “push” datasets through the graphics hardware. However,
exploratory visualization systems are increasingly expected to sup-
port scalable data manipulation, restructuring, and querying ca-
pabilities in addition to core visualization algorithms. We posit
that new emerging abstractions for parallel data processing, in par-
ticular computing clouds, can be leveraged to support large-scale
data exploration through visualization. In this paper, we take a
first step in evaluating the suitability of the MapReduce framework
to implement large-scale visualization techniques. MapReduce is
a lightweight, scalable, general-purpose parallel data processing
framework increasingly popular in the context of cloud comput-
ing. Specifically, we implement and evaluate a representative suite
of visualization tasks (mesh rendering, isosurface extraction, and
mesh simplification) as MapReduce programs, and report quan-
titative performance results applying these algorithms to realistic
datasets. For example, we perform isosurface extraction of up to
l6 isovalues for volumes composed of 27 billion voxels, simpli-
fication of meshes with 30GBs of data and subsequent rendering
with image resolutions up to 800002 pixels. Our results indicate
that the parallel scalability, ease of use, ease of access to comput-
ing resources, and fault-tolerance of MapReduce offer a promising
foundation for a combined data manipulation and data visualization
system deployed in a public cloud or a local commodity cluster.

Keywords: MapReduce, Hadoop, cloud computing, large meshes,
volume rendering, gigapixels.
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Index Terms: I.3.3 [Computer Graphics]: Picture/Image
Generation—Display Algorithms

1 INTRODUCTION

Cloud computing has emerged as a viable, low-cost alternative
for large-scale computing and has recently motivated industry and
academia to design new general-purpose parallel programming
frameworks [5, 8, 30, 45]. In contrast, large-scale visualization has
traditionally benefited from specialized couplings between hard-
ware and algorithms, suggesting that migration to a general-purpose
cloud platform might incur in development costs or scalability1.

The MapReduce framework [8, 9] provides a simple program-
ming model for expressing loosely-coupled parallel programs using
two serial functions, Map and Reduce. The Map function processes
a block of input producing a sequence of (key, value) pairs, while
the Reduce function processes a set of values associated with a sin-
gle key. The framework is responsible for “shuffling” the output
of the Map tasks to the appropriate Reduce task using a distributed
sort. The model is sufficiently expressive to capture a variety of al-
gorithms and high-level programming models, while allowing pro-
grammers to largely ignore the challenges of distributed computing
and focus instead on the semantics of their task. Additionally, as
implemented in the open-source platform Hadoop [14], the MapRe-
duce model has been shown to scale to hundreds or thousands of
nodes [8, 33]. MapReduce clusters can be constructed inexpen-
sively from commodity computers connected in a shared-nothing
configuration (i.e., neither memory nor storage are shared across
nodes). Such advantages motivated cloud providers to host Hadoop
and similar frameworks for processing data at scale [1, 7].

These platforms have been largely unexplored by the visualiza-
tion community, even though these trends make it apparent that our

1Scalability refers to the relative performance increase by allocating ad-
ditional resources.
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Why Cloud?

• Multi-tenancy, cost-effective platform

• Simple programming model (MapReduce)

• Scalable computing

• Data-intensive

• Works great in the web and database 
community

2
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Objectives

• Can we use cloud computing for Vis?

• Efficiency

• Scalability

• LARGE DATA handling

3
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• Can we use cloud computing for Vis?

• Efficiency

• Scalability

• LARGE DATA handling
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Evaluation with 3 core visualization algorithms
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Outline

• MapReduce and Hadoop overview

• Core visualization algorithms in MapReduce

• Rendering, Isocontouring, Simplification

• Performance results

• Hadoop baseline

• Visualization algorithms

5
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What is MapReduce?

• A lightweight parallel framework

• Two data-parallel phases: Map & Reduce

• Fault-tolerance

• I/O Scheduling

6
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MapReduce
Programming Pipeline
INPUT: list of key-value pairs of (k1,v1)

MAP: (k1,v1) ➔ [list of (k2,v2)]

SHUFFLE: combine (k2,v2) ➔ (k2, [list of v2])

REDUCE: (k2, [list of v2]) ➔ [list of v3]

OUTPUT: list of values v3

7
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MapReduce
Programming Pipeline
INPUT: list of key-value pairs of (k1,v1)

MAP: (k1,v1) ➔ [list of (k2,v2)]
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Fixed pipeline
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MapReduce
Programming Model

INPUT: list of key-value pairs of (k1,v1)

MAP: (k1,v1) ➔ [list of (k2,v2)]

SHUFFLE: (k2,v2) ➔ (k2, [list of v2])

REDUCE: (k2, [list of v2]) ➔ [list of v3]

OUTPUT: list of values v3

9

User-defined and run in parallel
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Hadoop is
MapReduce + HDFS

• MapReduce implementation from Yahoo

• With its own distributed filesystem (HDFS)

• Java-based but support C++ map and 
reduce functions

• Can incorporate C++ libraries

10
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Hadoop Architecture

11

DATA ON HDFS

INPUT PARTITION

SHUFFLING

SORT IN PARALLEL

OUTPUT PARTITION

DATA ON HDFS

MAP

REDUCE REDUCE

MAP MAP MAP
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Visualization Algorithms with 
MapReduce

• Surface and volume rendering

• Regular grids isosurface extraction

•  Triangular mesh simplification

• Can be chained together

• LARGE DATA!

12
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Rendering: Rasterization vs. 
Ray Tracing

• Rasterization!

• Hadoop platform ➔ graphics card 
(MapReduce pipeline ➔ graphics pipeline)

• Mapper: rasterizer and geometry shader

• Reducer: fragment shader and 
composition

• Full pipeline control ➔ rendering effects

13
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MapReduce Surface 
Rendering

INPUT: k1=N/A, v1=triangle vertices

MAP: k2=pixel location, v2=(depth, color)

REDUCE: v3=composited pixel color

OUTPUT: pixel colors

14

Map

Input Triangle Soup

Reduce

For each key ( x, y ) :
 Find minimum z
 Emit ( x, y, color )

For Each Triangle, T:
 Rasterize(T):

For each pixel:
 Emit( x, y, z, color )

Output Image
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1 GigaPixel of 1 Billion Tris

15
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MapReduce Volume 
Rendering

Decompose primitives into triangles

MAP: v2=(depth, scalar)

REDUCE: perform integration and color 
lookup before composition

16
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27 Billion Voxels Rendering

17
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MapReduce Isosurface 
Extraction

Marching Cube on regular grids

INPUT: k1=slice index, v2=slice grid points

MAP: k2=iso-value,v2=extracted triangles

REDUCE: k3=k2, v3=combined triangles

18

For input block, for each Isovalue, V:
 Isosurface( V ) 
 For each triangle , T, in surface:
  Emit( V, T )

Map
Reduce

Collect Isosurface:

Input Blocks
Output Isosurfaces  

as Triangle Soup
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Isosurface + Rendering
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MapReduce Surface 
Simplification

• Vertex clustering [Lindstrom and Silva 01]

• Clustering and re-building triangles both 
require data shuffling ➔ 2 MR Jobs

• JOB1: bins vertices into regular grid and 
compute representative vertex locations

• JOB2: Creating representative triangles

20
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Simplification of St. Matthew

21

8x8x8 64x64x64 512x512x512
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Performance Results

• Hadoop baseline

• A shared CLuE cluster, shared 768 cores

• A private cluster: 60 nodes, 240 cores

• Visualization algorithms

• Only on private cluster machines

22
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Hadoop Baseline
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WEAK-SCALING OF DATASIZE VS. THE NUMBER OF TASKS (on Cluster)

Datasize #Maps #Reduces
Map
Time

Shuffle
Time

Reduce
Time

Total
 Time I/O Rate Data Rate

1GB 16 1 7s 18s 27s 63s 84 MB/s 16 MB/s
2GB 32 2 8s 18s 27s 66s 161 MB/s 31 MB/s
4GB 64 4 9s 24s 30s 75s 283 MB/s 55 MB/s
8GB 128 8 10s 26s 29s 78s 545 MB/s 105 MB/s

16GB 256 16 10s 32s 29s 90s 944 MB/s 182 MB/s
32GB 512 32 12s 56s 32s 130s 1308 MB/s 252 MB/s
64GB 1024 64 11s 69s 30s 153s 2222 MB/s 428 MB/s

128GB 2048 128 13s 146s 57s 320s 2125 MB/s 410 MB/s

HADOOP OVERHEAD TIME (on Cluster) WEAK-SCALING (on CLuE)

#Maps #Reduces Map Only Total Datasize
Total
 Time I/O Rate Data Rate

16 1 15s 30s 1GB 971s 5 MB/s 1 MB/s
32 2 15s 30s 2GB 946s 11 MB/s 2 MB/s
64 4 15s 30s 4GB 986s 22 MB/s 4 MB/s

128 8 15s 30s 8GB 976s 44 MB/s 8 MB/s
256 16 15s 30s 16GB 1059s 80 MB/s 15 MB/s
512 32 15s 33s

1024 64 15s 35s
2048 128 15s 36s
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• High latency/overhead (30s)

• High I/O cost (>5x data size)

• Scale well with data-size
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Heavy I/O during Shuffling

24
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Surface Rendering

25

 WEAK SCALING (RESOLUTION) 
St. MATTHEW (13 GB) ATLAS (18 GB)

Resolution #M/R CLuE Cluster File #M/R CLuE Cluster File
time time Written time time Written

1.5 MP 256/256 1min 54s 46s 33MB 273/273 1min 55s 46s 41MB
6 MP 256/256 1min 42s 46s 147MB 273/273 2min 11s 46s 104MB

25 MP 256/256 1min 47s 46s 583MB 273/273 2min 12s 46s 412MB
100 MP 256/256 1min 40s 46s 2.3GB 273/273 2min 12s 46s 1.6GB
400 MP 256/256 2min 04s 46s 10.9GB 273/273 2min 27s 47s 5.5GB
1.6 GP 256/256 3min 12s 1min08s 53.14GB 273/273 3min 55s 55s 37.8GB
6.4 GP 256/256 9min 50s 2min55s 213GB 273/273 10min 30s 1min58s 151.8GB

                                           WEAK SCALING (RESOLUTION AND REDUCE)
St. MATTHEW (13 GB) ATLAS (18 GB)

Resolution CLuE 256M Cluster 480M CLuE 256M Cluster 480M
#R time #R time #R time #R time

1.5 MP 4 1min 13s 8 46s 4 1min 18s 8 46s
6 MP 8 1min 18s 15 46s 8 1min 19s 15 45s

25 MP 16 1min 18s 30 46s 16 1min 51s 30 46s
100 MP 32 2min 04s 60 47s 32 1min 52s 60 47s
400 MP 64 2min 04s 120 49s 64 2min 34s 120 46s
1.6 GP 128 4min 45s 240 1min06s 128 5min 06s 240 55s
6.4 GP 256 9min 50s 480 2min14s 256 10min 30s 480 1min41s

6 MP 25 MP 100 MP 1.6 GP 6.4 GP
Time 59s 59s 59s 1m 40s 1m 47s

DAVID (1 Billion Triangles, 30GB)
400 MP

1m 1s
1.5 MP

59s
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Surface Rendering
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 WEAK SCALING (RESOLUTION) 
St. MATTHEW (13 GB) ATLAS (18 GB)

Resolution #M/R CLuE Cluster File #M/R CLuE Cluster File
time time Written time time Written

1.5 MP 256/256 1min 54s 46s 33MB 273/273 1min 55s 46s 41MB
6 MP 256/256 1min 42s 46s 147MB 273/273 2min 11s 46s 104MB

25 MP 256/256 1min 47s 46s 583MB 273/273 2min 12s 46s 412MB
100 MP 256/256 1min 40s 46s 2.3GB 273/273 2min 12s 46s 1.6GB
400 MP 256/256 2min 04s 46s 10.9GB 273/273 2min 27s 47s 5.5GB
1.6 GP 256/256 3min 12s 1min08s 53.14GB 273/273 3min 55s 55s 37.8GB
6.4 GP 256/256 9min 50s 2min55s 213GB 273/273 10min 30s 1min58s 151.8GB

                                           WEAK SCALING (RESOLUTION AND REDUCE)
St. MATTHEW (13 GB) ATLAS (18 GB)

Resolution CLuE 256M Cluster 480M CLuE 256M Cluster 480M
#R time #R time #R time #R time

1.5 MP 4 1min 13s 8 46s 4 1min 18s 8 46s
6 MP 8 1min 18s 15 46s 8 1min 19s 15 45s

25 MP 16 1min 18s 30 46s 16 1min 51s 30 46s
100 MP 32 2min 04s 60 47s 32 1min 52s 60 47s
400 MP 64 2min 04s 120 49s 64 2min 34s 120 46s
1.6 GP 128 4min 45s 240 1min06s 128 5min 06s 240 55s
6.4 GP 256 9min 50s 480 2min14s 256 10min 30s 480 1min41s

6 MP 25 MP 100 MP 1.6 GP 6.4 GP
Time 59s 59s 59s 1m 40s 1m 47s

DAVID (1 Billion Triangles, 30GB)
400 MP

1m 1s
1.5 MP

59s

vs. 30 hours 
[Ize et al. 11]
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Volume Rendering

27

Model # Tetrahedra #Triangles Time #Fragments Read Write
Spx 0.8 millions 1.6 millions 3m 29s 9.8 billions 320 GB 473 GB

Fighter 1.4 millions 2.8 millions 2m 20s 5.3 billions 172 GB 254 GB
Sf1 14 millions 28 millions 6m 53s 16.8 billions 545 GB 807 GB

Bullet 36 millions 73 millions 4m19s 12.7 billions 412 GB 610 GB

Model Grid Size #Triangles Time #Fragments Read Write
RT27 3072 3 floats 161 billions 19m 20s 22.2 billions 1.2 TB 1.6 TB

TETRAHEDRAL MESH  VOLUME RENDERING (on Cluster)

STRUCTURED GRID  VOLUME RENDERING (on Cluster)
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Volume Rendering
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Model # Tetrahedra #Triangles Time #Fragments Read Write
Spx 0.8 millions 1.6 millions 3m 29s 9.8 billions 320 GB 473 GB

Fighter 1.4 millions 2.8 millions 2m 20s 5.3 billions 172 GB 254 GB
Sf1 14 millions 28 millions 6m 53s 16.8 billions 545 GB 807 GB

Bullet 36 millions 73 millions 4m19s 12.7 billions 412 GB 610 GB

Model Grid Size #Triangles Time #Fragments Read Write
RT27 3072 3 floats 161 billions 19m 20s 22.2 billions 1.2 TB 1.6 TB

TETRAHEDRAL MESH  VOLUME RENDERING (on Cluster)

STRUCTURED GRID  VOLUME RENDERING (on Cluster)

vs. 22 seconds on 
1728 cores

[Howison et al. 10]



Parallel Visualization on Large Clusters Using MapReduceLDAV 2011

Isosurfacing

29

Total Time Written Total Time Written
1 30s 1.78GB 39s 8.4GB
2 31s 5.9GB 39s 11.1GB
4 45s 22.5GB 1m 5s 62.0GB
8 45s 52.7GB 1m 25s 155.9GB
16 1m 26s 112.4GB 2m 50s 336.6GB

Richtmyer-Meshkov (7.6GB) Rayleigh-Taylor (108GB)
#Iso
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Isosurfacing

30

Total Time Written Total Time Written
1 30s 1.78GB 39s 8.4GB
2 31s 5.9GB 39s 11.1GB
4 45s 22.5GB 1m 5s 62.0GB
8 45s 52.7GB 1m 25s 155.9GB
16 1m 26s 112.4GB 2m 50s 336.6GB

Richtmyer-Meshkov (7.6GB) Rayleigh-Taylor (108GB)
#Iso

vs. 250 seconds on 
64 cores by 

[Isenburg et al. 10]
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Simplification

31

Job 1 Job 2 Job 1 Job 2 Job 1 Job 2 Job 1 Job 2
8 3 5m 45s 52s 58s 56s 22 KB 5m 45s 52s 54s 55s 23 KB
16 3 3m 54s 49s 58s 55s 98 KB 3m 54s 49s 54s 54s 105 KB
32 3 3m 51s 49s 55s 54s 392 KB 3m 51s 49s 51s 52s 450 KB
64 3 3m 40s 49s 57s 54s 1.6 MB 3m 40s 49s 55s 55s 1.9 MB
128 3 4m 12s 49s 55s 58s 6.4 MB 4m 12s 49s 52s 52s 7.5 MB
256 3 3m 50s 49s 55s 55s 26 MB 3m 50s 49s 55s 55s 30 MB

CLuE Time Cluster Time
         ATLAS (18 GB)

CLuE Time Cluster Time
Size

Output
Size

Output
Size

  St MATTHEW (13 GB)
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Simplification

32

Job 1 Job 2 Job 1 Job 2 Job 1 Job 2 Job 1 Job 2
8 3 5m 45s 52s 58s 56s 22 KB 5m 45s 52s 54s 55s 23 KB
16 3 3m 54s 49s 58s 55s 98 KB 3m 54s 49s 54s 54s 105 KB
32 3 3m 51s 49s 55s 54s 392 KB 3m 51s 49s 51s 52s 450 KB
64 3 3m 40s 49s 57s 54s 1.6 MB 3m 40s 49s 55s 55s 1.9 MB
128 3 4m 12s 49s 55s 58s 6.4 MB 4m 12s 49s 52s 52s 7.5 MB
256 3 3m 50s 49s 55s 55s 26 MB 3m 50s 49s 55s 55s 30 MB

CLuE Time Cluster Time
         ATLAS (18 GB)

CLuE Time Cluster Time
Size

Output
Size

Output
Size

  St MATTHEW (13 GB)

Job 2 operates on decimated vertices ➔ much faster
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Hadoop Lessons

• Scale well where data-parallelism fits

• Performance is sensitive to intermediate 
data size

• Easy to use, but hard to configure

• Lack the ability for chaining jobs

• Data upload cannot be done in parallel

33
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Objectives

• Can we use cloud computing for Vis?

• Efficiency

• Scalability

• LARGE DATA handling

34
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Conclusions

• Visualization can operate on the cloud!

• Efficiency: high overhead but comparable 
performance (for data-parallelism)

• Scalability: limit by intermediate data size 

• Capable of visualizing LARGE DATA if

• Interactivity is not required

• Techniques can be data-parallelized

35
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Future Work

• Try other MapReduce implementations

• MapReduce-MPI, Cascading, Piccolo

• Try other programming paradigms

• DryadLINQ, Sector/Sphere

• Using structured data storage (DBs) 
back-ends

36
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Question?

  Thank you!
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