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Outline 

•  New emerging I/O configuration for supercomputers 
•  Can we use this new configuration to improve 

streamline performance. 
•  Streamline Algorithm 

•  Parallelize-over-Seeds 
•  Results 

•  Up to three times faster 
•  Model that can determine benefit 
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Research Questions 

•  New design is primarily made for data producers (those 
who store data), not data consumers (those who read 
data). 

•  But can we use the SSDs to benefit data consumers? 
•  IDEA: use the SSDs to extend the memory hierarchy 

and reduce redundant reads. In effect increases local 
memory size. 

•  Research questions:  
•  Can the extended memory hierarchy improve 

performance? 
•  To what extent? 



What Type of Vis Algorithm Can Benefit 
From an Extended Memory Hierarchy? 

•  Answer: Algorithms that repeatedly read data 
•  Streamline algorithm - Parallelize-over-Seeds 



•  Example: 2d data set with 9 data blocks and  
3 seed points partitioned over 3 processors 

Streamline Algorithm - Parallelize-over-Seeds 
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Parallelize-over-Seeds Algorithm  
with the Extended Memory Hierarchy 
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We designed experiments to illuminate the 
benefits of an extended memory hierarchy for 

streamlines. 
•  Goal was to cover complexities of streamlines 

•  Seed set size 
•  Seed set distribution 
•  Data set size 
•  Vector field complexity 

•  30 experiments varied over: 
•  Five different I/O configurations 
•  Three data sets 
•  Two seed set sizes (2,500 and 10,000) 
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Runtime Environment 

•  Dash is a prototype system at San Diego 
Supercomputer Center 
•  Each node has 

•  Two quad Intel processors 
•  GPFS, local SSD and local hard drive 

•  VisIt 
•  End user visualization and analysis tool for large data 

sets 
•  Benchmarks were performed during production use 

•  Each benchmark run was performed using 64 cores 
(8 nodes) 



Measurements 

•  Time to calculate streamlines 
•  Total time = integration time + Data load time 
•  Integration time 
•  I/O time 

•  Data retrieval and storage time 

•  For our 30 tests… 
•  Three different data sets 
•  Five I/O configurations 
•  Two seeding sizes (2,500 and 10,000) 
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Results 

Cache SSD won all tests 





Model To Determine How Much The 
Extended Memory Hierarchy Can 

Benefit 
•  Baseline (GPFS) 

•  Total Time = (Integration Time) + (Number of Blocks) * (Time to 
Fetch Data) 

•  Ttotal = TInt + NGF * AGF 

•  Extended Memory Hierarchy 
•  Ttotal = Tint + NA * TGF + NA * TLS + NA * TLF 
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Model To Determine How Much The 
Extended Memory Hierarchy Can 

Benefit 
•  Baseline (GPFS) 

•  Total Time = (Integration Time) + (Number of Blocks) * (Time to 
Fetch Data) 

•  Ttotal = TInt + NGF * AGF 

•  Extended Memory Hierarchy 
•  Ttotal = Tint + NA * TGF + NA * TLS + NA * TLF 

(Number of Reused Data Blocks) * (Time to Load Data from Local Drive) 



Summary 

•  The I/O architecture of supercomputers is evolving.  
•  We designed and implemented a streamline algorithm 

that made use of an extended memory hierarchy. 
•  We found that the performance of a common 

visualization algorithm (streamline) can be improved 
by up to a factor of three. 
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